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Someone emailed me and told me that they are confused by a part of the proof of theorem 1[1]. I wrote this document to solve their confusion.

1 About the equation (7) in our paper
Some one doubt the correctness of equation (7) in our paper. Here I show correctness of (7) in a detailed way.
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Through repeating the procedure as line 8 to 10, we can finally get the following
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2 About the equation (9) in our paper
The equation (9) in “Word Embedding Revisited: A New Representation Learning and Explicit Matrix Factorization Perspective” is based on the
following factorization:
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Someone thought that the left side of the equation is not equal to the right hand size. This is because that they were misleaded by their intuition,
and they thought that
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Then they derive that the left hand size of the (2) is not equal to the right hand side.
Actually, what they thought is not correct, because
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Then,
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Finally, we have
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